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Concept mining
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Concept mining is the goal of data analysis

| domain I g | U R Ai
user preference items users {0,...,5} rating

text analysis documents terms N occurrence
topic search authorities hubs N hyperlinks

measurement instances quantities R outcome

concept analysys objects attributes {0,1} property
elections candidates voters {1,...,n} | preference
market producers | consumers Z deliveries

digital images positions pixels [0,1] intensity
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Formal Concept Analysis

[ NPR [ CNN | FOX | KHON |
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Bob * * *

Carol * * *
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Concepts are complete subgraphs
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Concepit lattice
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Powersets are ( J-completions
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|- completions ~» Galois connections
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F)’*X = ﬂ xR where xR={yeJ | xRy}

xeX

R'Y = m Ry where Ry={xeU | xRy}
yeY
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Fixpoints ~» tight bicompletion ~» concept lattice

e

xRy = \/ XECyNCy3y
ceC
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Vector spaces are mix-completions o
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Matrices ~» adjoint operators ccA
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Eigenspaces ~» tight completion ~» concept space

77 R_(L(

U
\%
L E

]
Cc
IJ

Ly = ZM'EI'V'PW'

yeC
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Spectrum ~» dominant concepts

Concepts are the eigenspaces of L:L* and L*L;, because

yu=Ly N Lyu=vg
)
yu=LULyyy AN Lil*yg=7yg
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Singular Value Decomposition (SVD)
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Information flows through concepts
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FCA: Concepts are the particles of meaning
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LSA: Concept associations add up. ..
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...and create waves of meaning o
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Wave mechanics is the theory of
interference.
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The meaning of numbers

» L,; = how much does the user u use the item i
» P, = how much of u’s usage is due to the concept y

» E,; = how much of the utility of / is due to the concept y
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The meaning of decomposition

If the data are normalized

Lu,' = PI’(U, I) Eyi - Pr(y’ I) PU'Y = Pr(u’ 7)

then the decomposition L, = 3, (Puy x E,;) implies

Pr(u,i) = Pr(u,y1.1) + Pr(u, y2,1)

= Pr(U, )/1) X Pr('y1, I) + PF(U, )/2) X Pr(’}/g, I)
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Recommendations invalidate
their own independency assumption.
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Approach: Data dependencies as morphisms
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...1o explain the correlation counts

L:-Uxg — R

(u, iy
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Idea: Record correlation events oA

D. Pavlovic
Background
Problem
U J Approach
Method
Solution
0
Architecture
| |
(]
 :’ |
. //r
||
(]

®:U°°x] — Set
w, iy = {1,177



Decomposition of set-matrices o
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Decomposition of categorical matrices

U C J
0\;\. ‘\I
T e
e /M/'
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Known data correlations are captured
in terms of morphisms
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Categorical matrices cca

(a.k.a. distributors, profunctors, bimodules) 2 (Rt
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Categorical matrix

is a matrix of sets acted upon by categories:

U(a, @) x d(a, k') x J(K , k)

2, o(ak)
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Categorical matrix composition

T
U(u, u) x T(U,y') xC(y',y) — T(u,7) y
Cly,y") xW(y”, ") x I, i) — W(y, i)
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Categorical matrix composition o
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Categorical matrix composition

U(u ) x T(U'y) X C( 1 y) — T(u.7)

Clny") X W, 1) XTI, 1) 5 V(. )
U, U)X T(Uy) X Wy, 1) X (1, 1) =5 T(U,y) x Wy, i)
U(u, u") x d(u', ") x I(1', i) 2, d(u, i)
where
oui) = | () xEln)
- [UT(u,y)wa,n]/ -
yeC

for (v,y) ~ Auj. (U™, )
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Categorical matrices ~» adjoint functors

U —> Set”
b,
® o

] —— (Set)’

¢*X == 1im¢uXu
—

.Y = IlimY0;
(—
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Task: tight completion ~» concept category o
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Retrace the FCA workflow?
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Dedekind completion ~» the real continuum
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Dedekind completion of a category
(Lambek 1964)
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Dedekind completion of a category doesn’t exist A
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But we use and compute concept categories
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Upshot
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Background: Tight poset completions for \/ «» A.

Task: Tight category completions.

Obstacle: No tight category completions for lln s h_r)n

New task: Tight category completions for
tight limits lim <« lim.
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Background: Tight poset completions for \/ «» A.

Task: Tight category completions.

Obstacle: No tight category completions for lln s h_r)n

New task: Tight category completions for
— —>
tight limits lim <« lim.
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Method: Nuclear adjunctions
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Reminder: Meets and joins
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Reminder: Limits and colimits
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Tight limits and colimits
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Tight limits and colimits
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(Background proposition)

Ic® = ocs nCce ~ |ce

follows from

Quotients in monadic programming: Projective algebras
are equivalent to coalgebras. LICS 2017 or
https://arxiv.org/abs/1701.07601
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Concept category
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Concept category
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categories. CALCO 2015 or
https://arxiv.org/abs/2004.07353

» DP and P.M. Seidel, Quotients in monadic
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Semantics in mathematics = category theory o
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Semantics is adjunction

Mnf(M, RA) = Grp(LM, A)
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Signifier is a process
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Lambek pregroups are Frobenius spiders o
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Lambek pregroups are Frobenius spiders

xxtb— e xfx , X'x « 1 xx"

)

(xy < uv) F (xy < xsv < uv) , (xy « uty « uv)
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